
Labeling a Land History: 
 

Continuity, Uncertainty, and Reliability 
in land cover and disturbance attribution 

Joe Hughes 
Robert Kennedy 
Oregon State University 

Also: 
Tara Larrue, Sam Hooper, Zhiqiang Yang: Oregon State University 
Rakesh Solankir 



2 

What we do 
(briefly) 
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Segment a 
time series 

Temporally 
stabilize 
indices 

Find 
years of 
change 

Predict 
type of 
change 
and cover 
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Time series animation of landcover 

Columbia River, East of Spokane WA 

NLCD Remapping 
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1. Continuity 
extending long-term data series 
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ETM+ / OLI Spectral Harmonization 
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Terrestrial 
L7 – L8 sidelap 
+/- 5 days 
SR-corrected 
Obstruction Free (FMask) 
NDVI +/- 0.1 
1 sq km chips 
~35 million pixels 

 
 
 

Multivariate, Linear 
Regression for each 

Ecoregion 
 
 

dozens of worse-performing 
methods not discussed 
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OLI 
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L7 Predicted 



13 

OLI 
MSE: 54.6 

L7 Predicted 
MSE: 27.4 
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2. Uncertainty 
knowing where we don’t know 
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Last Year: Promising Too Many Classes 

Over-Ambitious 
Researcher 

Insufficient 
Information 

Desire To Help 
Everyone 

A Map that 
Lies to Users + = 

Solutions: 
 1. Do Better 
 2. Provide Spatially-Explicit Uncertainty 
 3. Optimize Classes to Fit the Data (Last Year’s Topic)  
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Uncertainty Part 2: 
Interpreter Disagreement 

 
 

(our truth isn’t true) 
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Fire 

False 
Change 

No Visible 
Change 

Salvage 
Unknown 

Agent 

Water 

Development 

Other 

Clear-cut 

Partial 
Harvest 

Insects / 
Disease 

Roads 

Landslides 

Wind 

Avalanche: 
Runout 

Avalanche: 
Chute 

Disagreement between Interpreters 
(between about 25,000 interpretations) 

Too Many 
Classes 

Multiple 
Disturbances 

Interpreter 
Training 

Differences 
in Intuition 

Reality is 
Ambiguous 



18 

Disagreement is Information 

Humans are uncertain 
at class-boundaries 

Disagreement Highlights 

Class Boundaries 
1 

Disagreement Highlights 

USERS’ Intuitions 
about the Map 

2 

Labels / Names 
segment continuous reality 

Label definitions 
are arbitrary 

+ 
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Don’t: 

2. Update definitions for edge cases. 
 Obscures variance in human intuition 
 (no one will read the 50+ page document) 

1. Determine a ‘correct’ classification 
 This discards information. 
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High 

Low 

Class 

Certainty 
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3. Reliability 
trustworthy inputs for automation 



 
 
 
 
Change detection 
requires clear views 
we can trust. 
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OLI/TIRS Obstruction Detection 
 
 
Humans can see 
clouds & shadow in 
single-date imagery 
without knowing 
cloud temperature, 
sun angle, elevation ... 
 
The information is there. 



Deep Learning with Convolutional Neural Networks 

• General Computer Vision  

• Learn Multi-Spectral Image Filters 

• Computationally expensive to train – previously unfeasible. 

• Efficient prediction on modern hardware (GPUs) 

• Python library: Theano 
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Cloud 

Shadow 

Water 

Flood 

Snow/ice 

Clear Land 
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CNN SPARCS: 6% error FMask v3.0: 14% error 

Missed Cloud 

False Shadow 

False Cloud 

Other Confusion 

Missed Shadow 



CNN SPARCS: 6% error FMask v3.0: 16% error (mostly commission) 

Missed Cloud 

False Shadow 

False Cloud 

Other Confusion 

Missed Shadow 



CNN SPARCS: 9% error (mostly commission) FMask v3.0: 16% error (mostly omission) 

Missed Cloud 

False Shadow 

False Cloud 

Other Confusion 

Missed Shadow 
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CNN SPARCS: 5% error (mostly commission) FMask v3.0: 68% error 
(Flood labeled Water or Clear-Land counted as correct) 

Missed Cloud 

False Shadow 

False Cloud 

Other Confusion 

Missed Shadow 



CNN SPARCS 

• 7% total error on 10 test scenes 
 - FMask at 13% 

• Most error at object edges 
 - clouds and shadows are fuzzy 

• Approaching human ability. 
 - interpreter has 5% disagreement when reclassifying same scene 

Cloud 

Shadow 

Water 

Flood 

Snow/ice 

Clear Land 
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Advance Look: MSS Clouds 
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Improved Ability to  
Describe State and Change 

Sources of Data Data Access Processing Power 

Appreciation for 
Uncertainty 

Consistent 
Automation 

Reliable Data 
(Free of Lies) 

IMPROVEMENTS: 

NEEDS: 
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