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Data Continuity Mission

Introduction J;?
- —=—LDCMWVI-

- -IIJ-IR% is a two channel thermal imager that provides data continuity for the Landsat thermal
and.

— The LDCM TIRS Level 3 requirements have been approved and are under configuration control.

— TIRS operates in concert with, but independently of, the Operational Land Imager (OLI). The OLI
is a procured instrument from Ball. It successfully completed its CDR October, 2008.

= TIRS will produce radiometrically calibrated, geo-located thermal image data

— TII}S \gvill deliver algorithms and parameters necessary to evaluate data and produce required
outputs

— Final scene data ?enerated as ﬁart of the Data Processing and Archive Segment at the United
gtallltesSGectJrllo ici(a tSurveyl Earth Resources Observation and Science (EROS) facility in Sioux
alls, South Dakota.

— USGS responsible for operational algorithms
— OLI and TIRS data will be merged into a single data stream.
= LDCM launch date of December 2012 allows for incorporation of TIRS into the mission.
= TIRS Delivery date is December 2011.
= TIRS High-Level Requirements
— TIRS Shall Not delay launch of LDCM
— TIRS Operation Shall Not affect OLI
= The TIRS delivery schedule is a significant driver of the overall TIRS development.
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L AND S AT Data Continuity Mission

“wry of Current TIRS Implemenm‘

——LDCM-

= A Phase A study was initiated by HQ on July 1, 2008.

— The purpose of the study was to develop a concept design, assess the Programmatic
implementation, including a schedule and cost assessment, and begin the instrument
development activity.

— The instrument concept and implementation approach satisfies the LDCM level 3 requirements
without delaying the planned December 2012 launch of LDCM.

= Systems Concept Review was successfully completed on October 17th, 2008

= System Requirements Review was successfully completed on February 2-3, 20009.

= A separate Cost and Schedule review was successfully conducted on February 12, 2009.
= All subsystems carried out Engineering Peer Reviews from April - May 2009

= Preliminary Design Review was successfully completed on May 27-28, 2009.
— Reduced schedule risk by 6 months
— 14 RFAs, Several of which will be closed by Mission PDR

= Second Cost and Schedule review was successfully conducted on May 29, 20009.
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L ANDSA AT

—_sy

TIRS Over

= 2 channel (10.8 and 12 um) thermal imaging
instrument

= Quantum Well Infrared Photometer (QWIP)
detector/FPA built in-house at Goddard

» <120 m Ground Sample Distance (100 m
nominal)

= 185 km ground swath (15° field of view)
= Operating cadence: 70 frames per second

= Pushbroom design with a precision scene
select mirror to select between calibration
sources

—  “Cold OLI” (B. Markham)

= Two full aperture calibration sources:
onboard variable temp black body and
space view

= Passively cooled telescope assembly
operating at 180K

= Actively cooled (crycooler) FPA operating
at 43K

= 3 Year Design Life, Class C Instrument
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. —~—"Top Level Operations Conc&w i

b+ ]
— LDC M-

* Imaging Requirements
— 400 WRS-2 scenes/24 hour period
— Image up to 15 degrees off-nadir
— Acquire up to 77 contiguous sun-lit scenes per orbit
— Acquire up to 38 contiguous night scenes per orbit
= Calibration Operations Requirements

— Onboard calibration capability
« Spaceview and onboard NIST Traceable Black Body

— No calibration maneuvers required
— No planned vicarious calibration sources
= Orbit Requirements
— 705 km altitude
— 98.2  0.015 degrees inclination
— 10:00 AM equatorial crossing descending node
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- _=Effect of Cryocooler Jitter on dﬁ?

——LDCM-

= LDCM Observatory Interface Requirements Document (IRD) specifies the
allowable translational and rotational disturbance levels at the OLI/Spacecraft
interface.

— Disturbance requirements were derived to meet the OLI jitter requirement.
= Disturbances generated by TIRS must meet the IRD disturbance requirements.

= Disturbance allocation to TIRS is tentatively set at 30% (TBR) of the total energy
requirement.

— Project is working on finalizing the disturbance requirements and updating the
requirements document.

= BATC Cooler Selected has very good jitter characteristics
— Static Analysis indicates no significant issues
= Mitigation strategies implemented as a precaution
— Require an on-orbit variable drive frequency
— Implement passive isolation system to protect against modal frequency uncertainty
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Data Delivered j:? B>
- : — LDC M-

= For normal imaging, every line will include:
— Two rows each of 10.8 p, 2 rows of dark, and 2 rows of 12
— Data truncated to 12 bits by MEB before transfer to Solid State Recorder
— Includes TIRS Generated Image Header

= During detector diagnostics, a line may include:
— Up to 512 rows of detector data
— Data truncated to 12 bits by MEB before transfer to Solid State Recorder
— Includes TIRS Diagnostics Image Header

= Maximum TIRS Science data rate will be less than 26.2 mbps
— Normal operating rate <14 mbps

9 TIRS PDR
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IRS Sensor
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Data Continuity Mission
= ‘.'\'? N Il-—r

Black Body

» Ridged, heated plate with structural
support

= Baffle or MLI tunnel to SCONE

» Mounted to primary structure with
thermal isolation

» FCL runs from black body calibrator to
radiator held off —Y primary structure
panel

= FCL will run through fitting opening
between panels
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) |
TIRS Organizatic L
1L DCMVM-
Instrument Manager
Cathy Richardson ] Instrument Scientist
Deputy Instrument Manager Dennis Reuter
Betsy Forsbacka
——————————— -
\ Cso
Instrument Office Support Instrument Systems Engineer Naveed Quraishi
Financial Manager - Jahi Wartts Taylor Hale
Resources Analyst — Vernell Jackson Deputy Instrument Systems
Scheduler — Marty Campbell Engineer
CM = John Anders Mark Cascia
Project Support — Michelle Hood
[ ] ] ]
FPA Lead FPE Lead Cryogenics Lead Optics Lead Mechanical Lead |&T Lead
Murzy Jhabvala Trang Nguyen Paul Whitehouse Scott Rorhbach Gordon Casto Craig Coltharp
Calibration Lead Thermal Lead MEB Lead Algorithm Lead t Mechanisms and Optical
Kurt Thome Veronica Otero Glenn Unger Allen Lunsford Mechanical Lead
Joe Schepis
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i_ i -

oiect Science Of oject Manager — Bill Oc
puty Project Manager — Del Jenst
PM/ Resources — Michele Marri )

van Webb
DCM Mission System
ngineer and TA

Dennis Reuter ______ | Cathy Richardson - TIRS instrument Manager
TIRS Instrument Scientist Deputy Instrument Manager - Betsy Forsbacka

I
[ 1

——_ _ _ _ _ _ _

Instrument Systems Engineer
TIRS Financial Manager Taylor Hale
Jahi Wartts (427)
\ )

ITA for TIRS is John Leon, Branch Head of 556
Evan Webb, MSE for LDCM will be ITA once TIRS is approved.
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Data Continuity Mission

- B
23 cond
R\
= LDCM
LDCM Level 3 Specifications = Level 3 requirements specify
*RD « OBS-IRD — Mission performance
*SCTR +LEVR — Mission environment
«IMAR — Testing (instrument and subsystem)

— Design process

= Level 4 specifications capture TIRS instrument,
TIRS Level 4 Specifications algorithm, simulator and testing requirements

Flight Specification = Predicted performance and margin shown
Simulator/EGSE Specification against Level 4

Calibration Test Plan = Instrument verification will be performed against
Environmental Test Plan Level 4

= Verification by analysis, test, inspection, design
or some combination

= Level 5 specifications are populated with

/ Subsystem Level 5 Specifications \

allocated or derived requirements

* Telescope * Cryocooler . .

+ Focal Plane Assembly + Algorithms = Captures specific subsystem requirements

* Focal Plane Electronics « Mechanical necessary for subsystem buy-off

g _I“f':'“ E"I*Ctm“'cs Box *Harness = PDLs are responsible for verification before

* Ttherma .

» Mechanism delivery t(l).to !&T | | |

\ ) = Verification by analysis, test, inspection or some
combination
17 TIRS PDR
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18 TIRS PDR




L ANDSA AT

Data Continuity Mission

Driving Requirements

LDCIVI-

TIRS# | Parameter L3 Requirement Systems
Affected

Answoipey

soueWIoed

adeys [eJjoadg

eneds

19

5.6.2.1

5.6.4

5.5.6

5.5.2.1
55.2.2

5.5.1
5.4.1.2

5.4.1.2

5.4.3

FS-461

FS-562

FS-442

FS-400
FS-404

FS-386
FS-374

FS-799

FS-376

NEAL

Stability

Bright
Target

RER

Edge
Extent

GSD

Center
Band

Bandwidth

Uniformity

< 0.059 W/m2sr um (10.8 p channel)
< 0.049 W/m2 sr um (12 p channel)

0.7%

<1% radiance outside an 11x11 pixel
area affected

>(.007 /m in-track and cross-track

<150 min-track and cross-track

<120 m

Band 10 (Thermal 1) 10.8 p (+ 200nm)
Band 11 (Thermal 2) 12 p (+ 200nm)

Band 10 - 10.3 uto 11.3
Band 11 - 115 uto 125

Within + 5% FWHM of measured mean

TIRS PDR

Optics,
Thermal,
FPE, FPA

Optics,
Thermal,
FPE, FPA

FPA, FPE

Optics
Optics

Optics, FPA
Optics, FPA

Optics. FPA

Optics, FPA

Stability based
over 24 second
WRS-2 scene

Over 40 minutes

o2 (-2612009



L ANDSA AT

Data Continuity Mission

\:;;:Eﬁiving Requirements - Continued

LDCIVI-

TIRS # Parameter L3 Requirement Systems
Affected

5.6.5.1
o £
T o
S L 5652
w @
(@}
5.7.1
3
= 5.7.2
pe,
S
7y 5.7.3.1
8
2
5.7.3.2
20

FS-566

FS-570

FS-625

FS-179

FS-606

FS-608

Dead Pixels

Inoperable
Pixels

LOS

Timing
Accuracy

Registration

Geoditic

<0.1% dead pixels within any row

<0.25% fail to meet specifications
during any WRS-2 scene

27 microradians per axis

Timestamp science data within +0.001
seconds of LDCM time stamp

2 thermal bands co-registered within
<18 m after geometric correction

Pixels at earths surface located relative
to reference system to within 76 m

TIRS PDR

FPA,
Algorithms

Thermal,

Mechanism,

Mechanical
MEB

Mechanism,

Algorithm

Mechanism,

Algorithm

o2 (-2612009

2 for 1 ground
pixel selection
allowed

2 for 1 ground
pixel selection
allowed

Knowledge per
16 day orbit
repeat cycle

Stability from
band to band
(2.5 seconds)




L A ND S AT Data Continuity Mission

& Wontmuous Risk Managemer{m'

. ——LDCM-

Continuous RlSk Management TIRS RiSk Management SCOI'e Card
P‘_rocess Likellhood Definitions
\ Sufuly Techalual CusScheduly .
o /, :
& O'eq Likelihond | CelnebedMeihood | (Esfrebod Medliood of nx Galinshed Beliwod of net ik
{’,& ol satity want masling periamance madling oo ar schadull :{ y
i
5 VaryHigh Por 107 e 909 (an> 15%) §=L :
Communicate 4 Hgh | tomurgi0 oo <past P79 ‘:> i
Pocument 3 Moderam | (10%<Pp=109 (5K <P, <5 (R Puesi) £
2 Low <Py =109 %P <199 (0% <P,y <25 L
1 VayLuw Foar 119 QIR tpady (Fog2 10%) ; Ci:PNSEﬁiENCE; -
Plan
. Comsequence Definitions ﬁ
= Documented in TIRS-SE-PLAN-0002, PR R — — o pe—
TIRS Risk Management Plan e e e T T T T
— Augments LDCM Continuous Risk et Py Prpeldmege oyt
Management Plan (427-01-02) Tocinil | Mt M mptehd | odedviptod | ideipech Msin | Wi e oo
- - o REm | S
= Monthly Risk Meetings open to e
LDCM members s | m E.‘;":::.. mopariedn
= Top TIRS risks reported during TIRS g [
Monthly Status meetings to LDCM, | i ntvanonr okl | hrcaorediadstond | o et s oo | e ebe
)
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L A ND S AT Data COntlnulty Mission

S =="GaAs QWIP Focal f

Two parallel paths for QWIP array
fabrication and hybridization

1. QWIP arrays fabricated jointly by GSFC/ARL in the
Goddard DDL based on corrugated light coupling
mechanism.

2. QWIP arrays fabricated by QmagiQ, LLC based on a
grating light coupling mechanism structure.

Both processes will produce similar performing devices
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Spectral response as a function of detector bias and temperature

| |
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L ANDSA AT

QWIP 1
Conversion Efficiency vs Detector Bias
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Data Continuity Mission

Dark Current Row Plots

(To=43K, Vb=0.9V)
1.6E+09
1.4E+09
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——Row 225
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QWIP

Conversion Efficiency Row Plots
(A=10.5pm, To=43K, Vo=0.9V)
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QWIP

Conversion Efficiency Row Plots
(A=12.3um. To=43K. Vo=0.9V)

2.0%
1.8%
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100 pin MDM

connector \

28

Daughter board
=

Data Continuity Mission
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Daughter board
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Data Continuity Mission

P

T o

Pathfinder Layout

Proper Electrical Operation
Already Demonstrated

29 TIRS PDR
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Fully assembled FPA Fully assembled FPA
Front side Back side
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10.8 um band prelim.

1
0.8
0.6
0.4
0.2

0

Relative transmission

1 pair of filters over each SCA

1.5 mm x 1.5 mm x 17 mm
Length spans long direction of QWIPs

Bandpass filter on top side, AR coating on bottom side
Filter shape defined by detector spectral response
Within the 140 pixel readout region:

30 pixel region under each filter where the incidence light path
is unobstructed

40 pixel central dark region, obscured by Invar filter holder
structure

12.0 um band prelim.

requirements requirements
1 pot ™™
§ 08 < ¥
T 06 - & S
£ o4
< 02
( : % 0 & 2
95 10 105 11 15 12 & M M5 12 125 13
Wavelength (um) Wavelength (um)
ol IIRS PDR

L
140 pixels
10,8 filter 12,0 filte
AR coati coati
35 px 35 px




Data Continuity Mission
— —

Component Current TRL Heritage
Assembled unit 5 Similar to JWST/MSA

The TIRS FPA and JWST Microshutter Assembly (MSA) are very similar in construction.
» Key thermal interfaces on the TIRS FPA have been tested

» All components and adhesives are thermally compatible with each other proven by test or high confidence by
analysis

» We will perform complete FPA vibration by 8/15/09 (before and after tests).
» We will thermally cycle the FPA by 9/15/09 (monitor fuctionality during tests).

» TRL Review :

32 TIRS PDR
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TIRS Noise Model w 7
| : S LDCM-

= TIRS noise is a function of inherent signal variance (electron “shot noise”), system
instability noise, electronics and array noise (“read noise”) and quantization noise

» For an inte%rat_ion time t, Source flux F(S), Background flux F(B), Scene Select Mirror
flux F(M), Optics flux F(O) and detector dark current I(D)

2gt(F(S)+ F(B)+ F(M)+F(0)+ 1(D))
H{((HB)AT(B)f+(6F<M>AT(M)T+(6F<O>AT<O)T+(6F<D>AT<D)H
ST ST ST ST

N =
+(R(D)? + R(E)? +Q?)
Where
CErr.r. 7 CErrie, 7 CEr,e,x
F(S)=B(S) ——2— F(M)=B(M) F(0)=B(0)————="
=B 21y @ty FOTEOGy
1 Q, =Solid Angle Above Cold Shield
F(B)=B(B)ICE' Q- b . :
(B)=B( )(C Tfﬁ{ b 1+(21Y g = Photocondu ctive Gain
B(x) = Appropriate Planck Integral for Temperature x .
(_) pprop 9 | P 12 Bit Well Depth
r. = Mirror Reflectance r, = Lens Transmittance . 1+ L 4094
. . ! : ) ;= Q =| Quantization |=
. = Mirror Emittance 7, = Filter Transmittance 2 Noi V12
¢, = Optics Emittance  R(D) = Detector Read Noise f o fa O15€ 1 43gg Sutoff
(D) =5.6x10"e Ta

CE = Conversion Efficiency R(E) = Electronics Read Noise

33 TIRS PDR
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NEdL Allocation Tree j!" i
- ~—LDCM

Instantaneous Noise over WRS-2 Scene
(~25 seconds) NEAL

Shot Tler:rsli):;;:rre FPAI, * Electronics Quantization
Noise y <7x108 e- Noise Noise
Ng ise
* FPE I, at 43K
T T | P | Conversion
SSM Background FPE/FP A Efficien cy
< <
< 293K <180K Fpr:\ Bead Noise >2.5%
—_— —_— oisé ) C <1000 e- (RSS)
TDetector TFiIter
<43K <60K e Legend
———\ | — =& FPE Noise System
A sy T FPA
TCoIdstop i1 K Background \_
<100K — —*0.1K Thermal
4 B FPE Bias Crvocool
A ;Datﬁt(or A T?&smp Stability ———
+ 0. + FPE
ils i <+ 350 pv
34 TIRS PDR
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Data Continuity Mission

— R
.~ "Radiometric Stability AIIocatl -
T LDCMH
Stability between Calibrations Radiometric Low frequency, uniform noise sources.
(25 seconds to 40 minutes) Stability
Temperature FPAI, * Electronics Quantization
Instablllty s
oise <7x108 e- Noise Noise
*FPE |, at 43K
-|- FPE/FPA Conversion
3”%"33’? ‘ Noise Efficiency
<4000 e- >2.5%
TDetector TFiIter
<43K < 60K f A Legend
FPE Noise
( ) ( A System
ATy . J
TCoIdstop +2K TBackground FPA
<100K — —+0.25K - ) Thermal
—— FPE Bias
A TDetector A TCoIdstop Stablhty Cryocooler
+ 0.015K iSK \ <+ 750 MV y FPE
—
35 TIRS PDR
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Data Continuity Mission

‘adle

i1 DCM

Time periods of PPU For PPU, Shot Noise, read noise, bias noise and
25 seconds to 40 minutes Quantization Noise are averaged out.

Low frequency, non-uniform noise sources.

Tle:slf:;;:r re FPAT, * Electronics Quantization
Noise g <7x108 e- Noise Noise

* FPE |, at 43K

T 4 ) Conversion
Background FPEI FPA Ha
: Efficiency
<180K Noise as > 2.59
defined by RD =
T T A 5.6.2.3.1,
Detector Filter TBack g 5.6.2.3.2,
<43K < 60K i0-35K and Legend
5.6.2.3.3. System
A TCoIdstop <5000 e-
TCoIdstop m +5K \ / e
<100K Thermal
A TDetector Sryoceck!
+0.015K FPE

36 TIRS PDR
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‘r/

Coherent Noise

.f
-
e

LDC VI
Over WRS-2 Scene Coherent Acceptable noise spectrum as defined in
(~25 seconds) Noise RD section 5.6.2.4
Pixel column time series noise.
Shot Tler:rslf:;;:rre FPAI, * Electronics Quantization
Noise Noise y <7x108 e- Noise Noise
* FPE I, at 43K
T T | P | Conversion
SSM Background FPE/FP A Efficienc
< 293K <180K FPA Read Noise > 2.5% 4
| — Noise ] { <1000 e- (RSS)
TDetector TFiIter
<43K <60K e Legend
A A FPE Noise System
A sy T FPA
TCoIdstop i1 K Background \_
<100K — —*0.1K Thermal
4 B FPE Bias Crvocool
A ;Datﬁt(or A T?&smp Stability ———
+ 0. + FPE
ils i <+ 350 pv
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Data Contan|ty Mission

Performance Margins jy 4

e

LDCIVI-

NEdL — 10.8
(Calculated as NEdT at 360K)

NEdL - 12 p
(Calculated as NEdT at 360K)

Radiometric Stability — 10.8 u

Radiometric Stability — 12 p

38

0.29

0.7%
0.7%

0.0845

0.17 0.098
0.56% 0.44%
0.58% 0.44%

TIRS PDR
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L A ND S AT Data Continuity Mission

~_~—-L0S Knowledge Performanagf‘

Sy pcm
Allocation Estimated Performance
SSM Position Control 20 prad/2.5 sec 4 yrad
Thermal Stability 10 prad 10 prad
Jitter 10 prad 10 prad
Unallocated (System Reserve) 11 prad 11 prad
Totals (RSS) 27 urad 18.3 prad

= Assuming identical performance for all three axis, have 47% margin on
knowledge

= Post PDR will start reallocating terms as necessary and based on STOP analysis

39 TIRS PDR
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L A ND S AT Data Continuity Mission

5\4;@‘\‘- Relative Edge Response jw

=—LDCM-

= Based on 100 m Ground Sample Distance, RER allocation to Optics is >0.008 /m

= Given a maximum integration time of 6 ms, the only contributor to RER is optical
focus/defocus errors (Wavefront Error)

— A wavefront error of 857 nm is equivalent to a defocus of 65 p

— An initial allocation tree for Wavefront Error identifies contributions for manufacturing
residuals, on orbit cryodistortion, therma distortions, etc.

= With the current defocus error budget, the 100 m GSD required RER is being met

with margin
| Requirement |  CBE |  Margin |
In-Track >0.008 /m 0.01024 22%
Cross-Track >0.008 /m 0.0985 19%

40 TIRS PDR

ol2(-26/2009



L AND S AT Data Continuity Mission

“_ === TRSAgorithm Outline ~*
’ - = LDCIVW

= Provide the set of data processing algorithms (descriptions and software) required to
process and evaluate TIRS science data and ancillary data in all instrument development
phases as required

— Ground Testing: FPM and Flight Instrument
— LDCM Integrated Ground Testing
— On-Orbit: Commissioning, Calibration

= Provide a processing system to support ground testing and calibration of the FPM and
the Flight Instrumen

— Record TIRS detector data and ancillary data during ground testing
— Display, process, and archive all instrument data
— Process data with TIRS algorithm software to verify performance and characterization

» Provide detailed algorithm descriptions (including prototype code) to support automated
data processing of on-orbit TIRS data

— Integrate with the LDCM Data Processing and Archive Segment (DPAS) at USGS/EROS
— Process data with TIRS algorithm software to meet performance and imagery requirements
— Coordinate with OLI processing software to produce integrated data products

41 TIRS PDR
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Igorithm Tea

DCIVI-
Coordination with OLI
development ( LDCM
TIRS > Cal Val
Calibration Team L Team
A v
( TIRS Algorithm
> Implementation
Ground calibration, Team
characterization and testing.
In-flight instrument
commissioning/calibration ( USGS

v

L EROS Facility
In-flight algorithm delivery
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Data Contan|ty Mission

< == TIRS Algorithms Design SWV

LDCIVI-

Reuse legacy knowledge, documentation, and software where possible from legacy missions

— Landsat 7, and ALI algorithms and components are foundations of much of the OLI
processing algorithms

Mimic LDCM/OLI algorithm flows where possible
— Instrument processing is similar
— Easier for LDCM to follow TIRS data processing flows if they are similar to OLI
Create Algorithm Testbed system prior to FPM readiness
— Begin TIRS data processing and software version control
= Create Algorithm Toolkit to process TIRS data
— Algorithm descriptions and code available to project
= Implement Algorithm Toolkit on Calibration Test System
— Support ground calibration and characterization
— Support in-flight commisioning activities
= Deliver Algorithms to USGS

43 TIRS PDR
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L AND S AT Data Continuity Mission

T Calibration team 3!*

- = LDCIMWV-
= Dennis Reuter - Instrument Scientist

= GSFC
— Allen Lunsford (Algorithm Lead)
— Ramsey Smith
— Kurt Thome (Calibration Lead)
= Millennium Engineering and Integration (MEI)
— Sue Hall

Team Member Role
— Lee Murrer
— Zelalem Tesfaye GSFC Oversight, Landsat heritage
— Steve Miranda Instrument design, integration & test,

= Major activities algorithm develepment

_ Cal/Val Peer Review |MEI GSE Development

— Weekly Telecons
— Algorithm TIMs

44 TIRS PDR
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L A ND S AT Data Contan|ty Mission

.~ TRStestand calibration ¢ W

L%

=—1L.DCM-
= TIRS performance measured at component, subsystem and system level

= System-level radiometric and image quality assessed using a functional
performance model (FPM)

— Early identification of performance issues
— Verification of models
— Development of test procedures and calibration algorithms
— No acceptance level testing
= All acceptance testing and calibration done at GSFC

— Meet S?emal Characterization Test Requirements (SCTRs) and requirements related to
calibration/characterization

— Vendor tests verified at GSFC
— Support contract augments equipment and test chamber preparation

= All radiometric acceptance testing and calibration will employ NIST-traceable
standards

45 TIRS PDR
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Data Continuity Mission
— —

= TIRS Project requested long term use of GSFC T-
Vac Chamber Facility 225

— Center has scheduled for TIRS use from 10/1/09
through 12/31/11

— Chamber modification to incorporate window for
spectral source

— Chamber layout played role in calibration GSE
design

= Vibration characterization required to determine
possible impacts

— Test completed with preliminary analysis 06/11
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= 16” Diameter Flood source

= Target Source Module
— Blackbody
— 16 position motorized target wheel
— 8 position motorized filter Wheel
= 13” square steering mirror system
— Linear stage expands effective yaw range
— Pitch & yaw

= Folded, all reflective, off-axis parabola . '
collimator ‘ T

= Linear stages to move sources
= Cooled enclosure over entire system
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Data Continuity Mission

= Spectral response
= Spectral shape

= Spectral shape
uniformity

= In-band & out-of-
band response

48,000
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Data Continuity Mission

L ANDSA AT

Radiometri

= Focus position

= Relative edge
response

= NEAL

= Linearity
= Ghosting
= Stray light

= Bright target
recovery

= Saturation

= Geometric distortion
= Optical throughput
= Scattering

TIRS PDR
ol2(-26/2009




Data Continuity Mission

T U =

= Assemble and test philosophy used

. Olrder may be altered to limit T/V chamber breaks and heating cycles on focal
plane

= Final acceptance tests and calibrations done with scene-select mirror

Horizontal T-Vac Test

~ Test

“| Electronics

3| Test I/F
Fixtures

50

(FPA at 43K)

(Telescope at 2160K)
Focus Check
Calibration Tests
Spatial Shape
Radiometry

Scattering

Geometric Distortion
Stability
b Uniformity
10.  Spectral Shape
11. Thermal Dependence
12.  Stray Light
13.  Ghosting

1
2
3
4.
5. Bright Target Recovery
6
7
8
9

TIRS

o2 (-29

Thermal

Test
Electronics

KEY

GSFC
GSE

L e AL (I;];?ilrcﬁﬁrall)
(Telescope at 2160K)
1. Focus Test \ - /
Horizontal T-Vac Testing
(FPA at 43K)
(Telescope at 2160K) Test .
'I:est I/F 1. Focus Check Electronics
Fixtures 2.  Repeat and Refine
Test I/F
>| Thermal Fixtures
Vertical T-Vac Testing

Test




hermal Vacuu
—| Instrument

Thermal vacuum
Focus Test

v

A 4

v

P Vibration/
EMI/EMC D Acoustics
Thermal Vacuum Thermal Balance/ Mass
(Instrument [~ Thermal Cycles 1 p " » PSR — Pack and
Functional Tests) M A AT 7 Ship to GDAIS
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Tazk Mame

Master

2009 2010 2011 2012
slolmolaFlmlamldalalals]oMoa]Fmlalmlafajals]olno [0 F [mlalmlalalals o m o] a[F m]alm]
LDOMCM Mission Milestones PDR KDP C CDR KDP D
< D] < D]
TIPS Major Reviews ISCR ISER IPDR ICDR IPER IPSR
& & < S <
Focal Plane (FPA) Focal Plane (FPA
...... Ran i (] 7
Crual FPA FM Delivery
Telescope Telescope Rcvw Lenses
............................... ; Heeded for IST
: EM FM deliv :
Structures Thermal Strué:tures.l'l'hermal Telescope FM heat pipes
............................... ' <» Needed for 12T
: Structur
Focal Plane Electronics {FPE) Focal Plane Electronics (FPE)
.............................. d <:> l‘IEEtIEtI fur IS.T
C award { EM M Deli\gll'y
Main Electronics Box Main Electronics Box E
............................... rIEEtIEtI fDr IS.T
Mechanisms Mechanisms EM 55M  FM 5
FM encoder award : FM encoder
Cryogenic Cooler 5 Cryegenic Cooler Heeded flor 12T
Award FM contract e-i'.': n
TIRS FPM IET TIRS FPM 1T
TIRS FM IET w Testing
Optical Assembly FM IET 7 Calibration TVAC ship
EMIEEMC Vibe
hargin
Margin [
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L A ND S AT Data Continuity Mission

~_~—"Long Lead Procurement Statﬂﬂ?

= 1LDCM
= Procurements are on track to meet schedule

— Schedule includes standard government procurement times for all government
procurements

— All procurements identified in schedule to provide tracking visibility
= Cryocooler Procurement awarded to BATC, 06/15/2009
— Cooler efficiency expected to exceed requirement
= Calibration GSE contact in place 06/12/2009
= Encoder Procurement
— Letter contract allowed BEI to start work on schedule on 4/6/2009
= ASIC Procurement
— Procurement intentionally delayed to better define requirements
— Additional updates to microcode procured on 5/13/2009 to maintain schedule.
= EEE Parts Procurements

— Several parts already procured, many more identified. Critical long lead parts, such as
FPGAs already on order.

— Parts control board actively approving parts.

53 TIRS PDR
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L AND S AT Data Continuity Mission

*._ TIRSH&SReceived Outstanding Support er%ersj

Fal=
L
%

e : - =—LDCMVI-
» Goddard institutional support has been consistently strong

— Allocated Chamber 225 to TIRS for 2 years.
— Provided office space for co-location of much of TIRS team.
— Active involvement of upper management.

= LDCM Management, Science and Cal/Val Teams have been actively involved
throughout.

— Close interaction on requirements definition.
— Valuable insights on calibration and algorithm development.
— Management team has been very supportive
— Science team support has been very helpful
= GDAIS has worked closely with TIRS to define spacecraft interface requirements
— All issues related to TIRS mechanical interface resolved by TIRS/GDAIS Team.
= USGS has worked with TIRS to define algorithm requirements
— TIRS involvement with all relevant TIMS and working groups
— USGS personnel supported TIRS EPRs.
= HQ has provided necessary funding

54 TIRS PDR
51272812009




Data Continuity Mission

Conclusion T‘

hp

» TIRS has demonstrated that it is meeting its aggressive schedule
— Preliminary designs and analyses complete.
— FPA Technology demonstration on schedule.
— Predicted instrument performance meets requirements.
— Supporting spacecraft accommodations activities.
= Areas of concern are being agressively managed.
— FPE and MEB rapidly addressing action items.
— Increasing staffing.
— Mass margin actively tracked
= GSFC demonstrating institutional support
— Continue to staff with experienced personnel.
— TIV chamber and clean rooms dedicated to TIRS.

= TIRS team working closely with LDCM and their contractors.

> TIRS is ready to enter the Detailed Design Phase.

55 TIRS PDR
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Data Continuity Mission

B
A d

Launch -_

ATLAS V - EELV
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Data Continuity Mission

.2

.; . :a-:i

— s | g

-~ —Alignment Knowledge Budg ks

ZLDCMW
TIRS Alignment Knowledge
27 yrad/axis
(2.5 second absolute stability,
40 minute knowledge)
Mechanism Thermal Jitter Unallocated (Margin)
Knowledge/Stability Knowledge/Stability Knowledge/Stability Knowledge/Stability
20 prad/axis 10 prad/axis 10 prad/axis 11 prad/axis

l

Basis for SSM encoder Post PDR STOP to refine  First order estimate.

selection. allocations. Need final cooler
Most effects are in a selection and additional
single axis plane mechanical analysis.

Will review allocations
post cooler selection

58 TIRS PDR
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L AND S AT Data Continuity Mission
- z Ei;:

— i n [ ] 1 N | F )

ng IRS Algorithm Requwemem %
. : . — T LDCM-

= Demonstrate the production of calibrated and registered WRS-2 scenes on the ground using TIRS

data, TIRS data processing algorithms, and support data to correct residual errors in the LDCM
TIRS data so that the resulting corrected LDCM TIRS data meet the imagery requirements

— Radiometric Correction (RD 5.3.1)
» Radiometric Response (Ground based characterization & in-flight cal sources)
» Conversion to Radiance (cannot rely on scene data)
» Conversion to Temperature
» Inoperable Detector Replacement
— Geometric Correction (RD 5.3.2)
» Ancillary Data Preprocessing
» Line Of Sight Model (cannot rely on scene data)

* LOS Projections (cannot rely on scene data)
Ellipsoid

Terrain
— Image Re-sampling (RD 5.3.3)
» Cubic convolution interpolation to earth referenced coordinates
— Performance (RD 5.3.4)
* WRS-2 scene in 1/2 hour
— Imagery Requirements (RD 5.6, 5.7)
» Radiometry

 Navigation and Registration
- 59 TIRS PDR
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L A N D S AT Data Contan|ty Mission

| -

= Test equipment character@‘

L%

'T“ﬂ, :.'*\:”‘

LDCIVI-

= Further details of calibration facility discussed as part of test descriptions

» Characterization of test equipment is joint effort between MEI and TIRS
team

— Witness samples of components measured in GSFC facilities
— Modeling/analysis of data to supply full range of operational configurations

= Laboratory blackbody will be sent to NIST for characterization after FPM
testing

= Angular and spatial uniformity of the flood source
— Model analysis
— Measurements with independent IR camera

» Characterization of calibration GSE will take place during FPM testing

60 TIRS PDR
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Data Continuity Mission

. _—~—= NIST-traceable absolute ra

- LDCIMVI-
= Blackbody source characterization is a Laborat
key element in meeting the radiometric B?aé’;gocér;’ Laboratory|  Instrument
uncertainty requirement blackbody —> response
— =4% for 240 K to 260 K » calibration | (pre-launch)
_ <2% for 260 K to 330 K MU el .
_ eqo nboard
<4% for 330 .K to 360 K | | Blackbody
= Must be established relative to National output —
Institute for Standards and Technology l (pre-launch)
(NIST) standards Onboard
= Send laboratory blackbody to NIST for | Blackbody Instrument Scene
calibration between FPM and flight output response Radiance
testing (post-launch) (post-launch)

61
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Data Continuity Mission

Radiometric source T‘ i
- = LDCM

= Laboratory blackbody source calibrated at NIST
= Uncertainty <1% sufficient to ensure radiometric calibration requirement is met

Laboratory
Blackbody

-

Laboratory
blackbody
calibration

EIIST Facilitﬂ

Wavelength
interpolation uncertainty
TBD

BB temperature
uncertainty
TBD

NIST calibration

62

Total Source Output
Uncertainty
<1.0%

uncertainty
<« <0.2%

Emissivity

TIRS PDR

uncertainty
N/A

Temporal
degradation
TBD

N(-
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Data Continuity Mission

Radiometric

_DC M-

= Nominal characterization of calibration GSE will satisfy radiometric requirements at
launch

OAP

Fold mirror reflectance
uncertainty (<0.9%)

<« | Background
Fold Mirror emission (0.2%)

<« OAP reflectance
uncertainty (<1%)

Stray light
€<—
TIRS (1%)

Source output
uncertainty (<1%)

A

Total Radiance «_ = Source pinhole

Uncertainty uncertainty
2% <0.1%

Steering mirror
reflectance uncertainty
(<1%)
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L ANDSA AT

.~ Onboard blackb

Laboratory
Blackbody
Laboratory

blackbody

calibration

EIIST Facilitg
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Data Continuity Mission

Validation
process
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Data Continuity Mission

On orbit testing j:? K.
- : —LDCWM-

= On-orbit testing will follow past efforts for similar sensors
— Verify sensor calibration and noise performance on orbit
— Evaluate onboard calibrator performance
= Radiometric approaches
— Intercomparison with ETM+ per requirements
— Ground sites
— Intersensor comparisons
= Geometric approaches
— Band-to-band registration
— OLI comparison
— Lunar approaches per requirements
= Three-month commissioning and checkout phase
— Schedule is still under development
— Transfer to orbit of calibration is one component

66 TIRS PDR
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L AND S AT Data Continuity Mission

Radiometri

= Methods will rely on well-understood ground scenes
— Simultaneous nadir overpass (SNO) approach
— Melt ponds
— Sea-surface temperature retrievals
= Other sensors used in addition to ETM+
- MODIS
— VIIRS
- GOES
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Data Contan|ty Mission

Transfer to orbit “[!P

No

OBC data
differ from
preflight

No

TIRS data
differ from
vicarious

Deep space
view differs
from preflight

LDCMWVI-

OBC data TIRS data
ves differ from ves differ from

preflight vicarious Yes

No TIRS offset change No
OBC and offset changed

TIRS data
Yes differ from Yes 1

vicarious Y

TIRS gain change

TIRS gain and offset changed%

68

OBC changed
Yes
> Systematic error between
vicarious and preflight
calibration
No > Calibration unchanged

TIRS PDR
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L AND S AT Data Continuity Mission

™ ==  Geometric calibration T >

b
v
P

—

LDCIVI-

= Characterize instrument to Attitude Determination System Reference alignment.
= Characterize thermal band detector arrays lines of sight
— Relative band to band
— Relative to reflective bands
= Ground scenes
— Cold deserts for OLI to TIRS registration
— Hot spots for band-to-band
= Verify spatial characteristics via linear features
= Lunar views
— OLI scheduled to use the moon for radiometric calibration
— TIRS will also view the moon during the same maneuvers
— Moon is high-temperature source
— Examine data related to stray light and ghosting
— Validate recovery time to return to nominal image performance

69 TIRS PDR
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Data Continuity Mission

Summary T‘ g
- ~— LDC M-

= Key requirements related to calibration/characterization have been identified
— Driving requirements are known
— Specific values still undergoing evaluation

= Impact of requirements on test equipment definition is understood
— Test equipment based on off-the-shelf components

— Test equipment specifications exceed what is needed from a measurement
requirement

= Development of test procedures are being finalized
— FPM testing will be used to evaluate procedures
— Characterization of calibration GSE to take place during FPM testing

= Comments/action items from EPR have been addressed and awaiting comment
from Review Committee

70 TIRS PDR
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CONSEQUENCES

Criticality L x C Trend Approach

11 Decreasing (Improving) M — Mitigate
—{T Increasing (Worsening) W —Watch
Med | = Unchanged A — Accept
A TIRS PDR

24

14
41
17
36

35
42
18

12
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Data Continuity Mission

Approach

M
M
M
M
M
w
M
M
M
M

T == :;;“ -

Risk Title

TIRS Schedule

Detector Development
Mass

FPE development

I1&T Planning

Potential loss of Key personnel

Jitter

Cryocooler Procurement

Requirements Baseline

ASIC Microcode Delivery

71
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L AND S AT Data Continuity Mission

“ === Schedule Risk Mitigation =~
= LDCM

TIRS Organization Systems Engineering TIRS / LDCM Relationship
= Establish role of TIRS Systems
» Staff full time Instrument staff » Increase Systems Engineering Engineer within LDCM to coordinate
- including IM, Deputy IM, CM, team, each with clear roles. and communicate with TIRS team on
g Scheduler, RA and Project » Early documentation and a day to day basis.
8 Support traceability of requirements = Establish interfaces between all
@ |= |dentify single point of contact for through level 5. disciplines of the LDCM / TIRS teams,
_5 all TIRS procurements with Code |» SE team maintains control of as needed, including management,
g 200. Level 4 and 5 specifications resources, systems engineering and
= |= Co-locate Instrument » SE team facilitates requirement mission assurance.
= Management team and Systems development and management |= Provide open access toLDCM to the
Engineering Team TIRS CM system, meetings, peer
reviews, etc.

» Provides support for reporting
and review requirements.
= Allows for efficient

» Lessens burden of requirements
documentation on leads,
= |ncreases communication within

» [ncreases efficiency in documentation
approvals, requirements changes,

S communication between team i response time to action items.
S management, including . :am_.d hiah visibilitv by the SE = Allows for real time resolution of
£ procurement. i rovi tes ![g t\'/ITI "Ly Dy et potential interface issues between
= Results in higher Instrument eham 0 po ?intllqa .re.qUIret[nen S TIRS evolving design and OLI or the
Management costs than typical Zc?:sgsetshznsys t:; Impacts spacecraft
GSFC in-house instruments. :
3
5 Complete Complete Complete
72 TIRS PDR
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Data Continuity Mission

-

Schedule Risk Mltlgatlon

v

i

|
“
*’
==

73

Review Process

Documentation

Schedule Management

§ Create detailed schedule early.
© |= Establish early peer reviews on |* Eliminate or combine Maintain standard 1&T
® subsystems as soon as required required documentation. durations
_5 based on the subsystem = Staff to respond to DRLs Maintain required schedule
T schedule. reserve
g Track schedule performance
. | Documentation list is more
U subsysfcems Uil Io_nger demanding than many in- Provides insight early to identify
S BRMENHINES @ _beg_ln house missions due to design and/or testing priorities.
B dev_elopment ar_1d fabrlcatl_on being one of two Funded schedule reserve
S LIS, Wl [(ISE CEEg e, instruments on an allows for issues and
£ ;or _exampled, FP'?; Prfe-PDRégger operational satellite. anomalies during I1&T
. Ci\s/leevlt(i:r?\gt:(i:r:ecluggzrstl?ppo t " | Cost estima.te reflects Allows early insight into
ForTUll 16 yiew process docqmentatlon schedule slips.
’ requirements.
3
© Complete Complete Complete
n
TIRS PDR
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L A ND S AT Data Continuity Mission

\&?" Schedule Risk Mitigation E’

=—LDCM-

Baseline Design Engineering Model Philosophy 1&T

» Hold contingency to allow for

§ » Develop a FPM including a FPA and additional shift throughout

® |= Establish a baseline design ellzEeeae 1 ey systerr_] i ISU-

42 : . performance and calibration » Reserve T/V chamber

n allowing flexibility throughout

c o , o methodology. throughout the FPM and FM

o preliminary design and critical : : : .

= . . . » Parallel subsystem engineering test duration, approximately

design as issues arise. : :

=R models as needed for risk reduction 2 years.

S at the subsystem level. = Staff full I&T team for FPM
testing.

= Allows quick response to issues 7 AR IR FE i

@ that arise during design and » Decreased risk at flight model aqd .FM develop_mer_mt.
Q . . . . . . = Eliminates conflicts in T/V
= testing, with minimal impacts to integration. . .
= the svsterm desian chamber with other projects.
y gn- = Additional cost.
In process:
e Contingency in cost estimate
© Complete Planned T/V chamber reserved
w Beginning FPM I&T staffing
74 TIRS PDR
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